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ON THE ENERGY DEPENDENCE OF THE OPTICAL MODEL OF NEUTRON
SCATTERING FROM NIOBIUM*

by

A. B. Smith, P. T. Guenther and R. D. Lawson
Applied Physics Division
Argonne National Laboratory

ABSTRACT

Neutron differential-elastic-scattering cross sections of niobium
were measured from 1.5 to 10.0 MeV at intervals of < 200 keV be-
low 4.0 MeV, and of ~ 500 keV from 4.0 to 10.0 MeV. Ten to more
than fifty differential-cross—section values were determined at
each incident energy, distributed over the angular range ~ 20 to
160 degrees. The observed values were interpreted in the context
of the spherical optical-statistical model. It was found that the
volume integral of the real potential decreased with energy where-
as the integral of the imaginary part increased. The energy depen-
dence in both cases was consistent with a linear variation. There
is a dispersion relationship between the real and imaginary poten-
tials, and when this was used, in conjunction with the experimental
imaginary potential, it was possible to predict the observed energy
dependence of the real potential to a good degree of accuracy, thus
supporting the consistency of the data and its analysis. The real-
potential well depths needed to give the correct binding energiles
of the 2ds/p, 38)/2, 2d3/2 and 1g7/2 particle states and of the
1g9/2 hole state are in reasonable agreement with those given by

a linear extrapolation of the scattering potential. However, the
well depths needed to give the observed binding of the 2p3/2,

1f5/7 and 2p)/p hole states are about 10% less than the extra-
polated values.

*This work supported by the U. S. Department of Energy.
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I. INTRODUCTION

There has been recent interest in the energy dependence of the
optical model (OM) potential near the Fermi surface., It has been
theoretically suggested that the energy dependence of the real OM
potential deviates from the essentially linear behavior common to most
global phenomenological models based upon higher-energy neutron and
charged-particle data (1). This deviation is attributed to coupling
to low-lying collective states resulting in an effective mass, m¥*,
which is sharply enhanced near the Fermi surface. This leads to a
large reduction, or even inversion, of the energy dependence of the
real OM potential2 From studies of the giant-dipole resonance
(particularly in Pb), Brown et al. (2) suggest an approximate
expression for the energy dependence of the ratio m*/m. This formula
is consistent with the higher-energy behavior of the phenomenological
global OMs but gives an energy independent real potential near the
Fermi surface. Bauer et al. (3) and Hodgson (4) reached similar
conclusions from considerations of OMs based upon higher-energy
- neutron and charged-particle observations and, particularly, the
energies of bound single-particle states. Mahaux and Ngo (5) have
extensively studied the polarization and correlation contributions to
the shell model near the Fermi surface and suggest a highly non-linear
energy dependence of the real OM potential near the Fermi surface.
These authors illustrate these effects for the closed-shell nucleti
“Oca and 2%%p», They conclude that the imaginary potential is at a
minimum at the Fermi surface and rapidly increases as the energy goes
either positive or negative with respect to the Fermi energy. They
also suggest a real potential consisting of a Hartree-Fock component,
upon which are superimposed relatively small polarization and corre-
lation contributions. The net effect is a real potential with an
approximately linear energy dependence well away from the Fermi
surface (as conventionally found in global phenomenological models),
but with a sharp decrease, or even inversion, of the energy dependence
as the Fermi surface is approached. The region of most interest is
near or below the coulomb barrier and thus largely forbidden to
charged—-particle studies. It is amenable to fast-neutron investi-
gation, but the available neutron data generally do not have the
scope, detail, consistency and/or accuracy necessary for a quanti-
tative test of the above concepts. The above hypotheses have been
experimentally examined using neutron data near the doubly closed
shell at A=208 by Finlay et al. (6).

A number of the above theoretical concepts are illustrated
in the context of the doubly-magic nuclei “OCa and 298pb. Neither
of these nuclei are experimentally attractive targets for the
Present purposes as their neutron cross sections in the most in-
teresting few-MeV region fluctuate to such an extent that the de-
rivation of a reliable OM from the observations is speculative (7,8).
A far more attractive experimental target is a spherical, medium-
weight nucleus (preferably near a closed shell), having a high



level density that will make possible the determination of energy—averaged
cross sections, consistent with the concept of the OM, at relatively low
energies. One of the very few elemental targets that meet such criteria
is niobium. It is readily avallable, monoisotopic, essentially spherical,
has a high level density, and is only two neutrons beyond the N=50 shell,
In addition, there is available a body of accurate supporting neutron-total-
cross—section information (9). For these reasons, niobium was chosen for
the present study. The objectives were the acquisition of detailed
elastic-scattering data and, the deduction of an OM potential suitable

for testing the above theoretical concepts over an energy region extending
from as close to the Fermi surface as possible to the charged-particle
region at 10 MeV and above. The data base primarily consists of differ-
ential-elastic-scattering cross sections for neutron energies of 1.5 to
10.0 MeV, obtained with good accuracy and considerable detail. The
parameters of the OM were derived from these observables.

The experimental methods are briefly outlined in Section II. The
experimental results are presented in Section I1I, and their inter-
pretation given in Section IV. The results are discussed in the context
of the above theoretical suggestions in Section V.

IT. OUTLINE OF EXPERIMENTAL METHOD

The measurement sample was a 2 cm diameter and 2 cm long cylinder of
chemically pure (99+%) metallic niobium (100% 93Nb). Its density was
determined using conventional weighing- and dimensional-measurement
techniques. Below 4.0 MeV, the measurements were made ugsing the 7Li(p,n)
’Be neutron-source reaction (10). Above 4.0 MeV, the D(d,n)3He source
reaction was used with a gas cell 3 cm long having a nickel window
approximately 3 micro-m thick. The thickness of the lithium-metal target
film, or the deuterium pressure of the gas cell, was adjusted to obtain
the desired incident-neutron energy spreads. The latter were 50-75 keV
below 4.0 MeV (11) and, above 4.0 MeV, decreased from approximately 300
keV at 4.5 MeV to 100 keV at 10.0 MeV. Particularly at the lower energies,
these incident-neutron energy spreads were chosen to be rather wide so as
to assure that any possible fluctuations in the cross sections were
averaged. The energy scale was determined, by control of the incident
reaction particle, to accuracies of 10 keV or better. The sources were
pulsed at a repetition rate of 2 MHz, with burst durations of approximate-
ly 1 nsec.

The neutron differential-elastic-scattering cross sections were meas-
ured using the Argonne National Laboratory 10-angle time—of-flight system
at the 8 MeV Argonne Tandem Dynamitron Accelerator (12). The scattering
sample was placed approximately 13 cm from the source at a zero—-degree
reaction angle. Ten flight paths, defined by massive collimators, were



distributed between scattering angles of 20 and 160 degrees. The
collimator system was rotated so that at least twenty angular settings
were used at each energy above 3.0 MeV. Relative scattering angles
were known to t 0.1 degrees, and the absolute scale was determined to
approximately * 0.5 degrees by observation of neutrons scattered from
hydrogen both left and right of the center line. The absolute-scale
uncertainty implies a geometeric stability of the effective neutron
gsource and the scattering sample of 1 mm. The neutron detectors were
proton-recoil scintillators placed approximately 5.1 m from the
scattering sample. The relative responses of the detectors were
determined by the observation of neutrons emitted in the spontaneous
fission of 252Cf (13). Below 4.0 MeV, these relative responses were
normalized to the independently-measured neutron total cross sections
of carbon, as outlined in ref. l4. This method of normalization
implies that the scattering cross sections are essentially independent
of any reference standard. Above approximately 4.8 MeV, this method
of normalization is not reliable due to a large carbon inelastically-
scattered component. Therefore, above 4.0 MeV the relative detector
sensitivities were normalized to the concurrently observed H(n,n)
scattering, using the well known H(n,n) cross sections (15). It
should be noted that the ten detector responses were independently
normalized. Thus there is a ten-fold redundancy in the cross section
normalization. This, and the speed of the data acquisition, are the
power of the system, though the systematic-normalization and statisti-
cal uncertainties as a function of angle are not separable and must be
properly treated in the interpretation. The elastic-scattering cross
sections were deduced from the observed velocity spectra using the
data reduction techniques described in ref. 16. These included
corrections for multiple-event, beam-attenuation, and angular-resolu-
tion effects, using a combination of analytical and Monte-Carlo
procedures applied to both the niobium sample and the H(n,n) (polye-
thylene) and carbon reference samples.

ITI. EXPERIMENTAL RESULTS

The lower-energy measurements (1.5-4.0 MeV) were made in consid-
erable detail in order to assure that an energy—-averaged behavior,
consistent with the concept of the OM, was achieved. Toward this end,
the above cited 50-75 keV incident-neutron energy resolutions were
used. In addition, the results at adjacent energies were averaged in
order to further smooth any possible fluctuations. Measurements were
made at ten angular increments below 3.0 MeV, and at energy intervals
of approximately 50 keV. From 3.0-4.0 MeV, the measurements were made
at 20 or more scattering angles and at energy intervals of 200 keV.
The statistical uncertainties of the differential cross sections were
generally less than 2%. Systematic uncertainties were less than 3z,
and those associated with correction procedures generally 1% or less.



Thus the overall uncertainties below 4.0 MeV were generally 5% or
less. The details of the measurements below 4.0 MeV have been pre-
viously reported (1l1).

Above 4.0 MeV the measurements were made at incident-neutron
energy intervals of approximately 500 keV to 10.0 MeV, and at a
minimum of 20 scattering angles. All the distributions were measured
at least twice at widely separated measurement periods, and some four
times, with good reproducibility. This reproducibility is illustrated
in Fig. 1 where four sets of data are superimposed. The statistical
accuracies of the measured cross sections varied from a fraction of a
percent at small scattering angles, to ten percent or more at the
extreme minima of the distributions. Systematic normalization uncer-
tainties were generally estimated to be approximately 3%, and cor-
rection procedures introduced a further uncertainty of approximately
1%, except at the minima of the distributions where the corrections
were less reliable. Throughout the higher-energy measurements, it was
assumed that the minimum experimental uncertainty was 1.5 mb and that
was often the dominant uncertainty at the minima of the distributions.

All the uncertainty estimates do not include contributions from
the angular uncertainty cited above. In most cases, those contribu-
tions are relatively small, but they can be very significant at the
forward scattering angles and the higher energies, as discussed in
Section IV,

All of the measured differential-"elastic-scattering” cross sec—
tions included an inelastically-scattered contribution is due to the
excitation of the 30-keV metastable state (17). This contribution was
very small as the spin change involved is large and there are a number
of channels open to the decay of the compound nucleus throughout the
energy range of the present experiments. The requisite small correc
tions to the measured elastic-scattering distributions due to the
inelastic contribution were made in the interpretation described
below. In addition to the elastic-scattering results, broad-resolution
inelastic-scattering cross sections were determined at incident
neutron energies below 4.0 MeV. These, and other inelastic-scattering
results, are described in detail in refs. 1l and 18, and are cited
here only as ancillary experimental values.

The elastic-scattering results and their experimental uncertainties
are summarized in Fig. 2. These results are in good agreement with
the lower-energy (below 4.0 MeV) values previously reported from this
laboratory (18). At higher energies there are few data for comparison,
However, results have been reported at 8.05 MeV (19) and these are
compared with the present 8.03 MeV values in Fig. 1. Overall, the two
sets of data show qualitative consistency, but on close scrutiny sub-
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stantive quantitative differences are revealed. Concurrent with all
of the present measurements, the differential-elastic-scattering cross
sections of carbon were measured. The resulting carbon angle-inte-
grated elastic—scattering cross sections were consistent among them-
selves, and with the values given in ref. 20, to within several
percent.

IV. INTERPRETATION

It was assumed that, in the energy region of interest, coupled-
channels effects are unimportant and that the fast-neutron elastic-
scattering and total cross sections of niobium could be described in
terms of a spherical optical-statistical model (21)., With that
assumption, the energy dependence of the optical potential implied by
the above experimental values was sought.

The OM parameters were determined by chi-square fitting the

measured elastic-scattering distributions. The fitting procedure
minimized

oexpt(ei) - otheo(ei)

X =1 , (1)
i

89 o xpt {81)

where the relevant experimental uncertainties were used. The latter
are primarily of a statistical nature and thus are proportional to the
square root of the cross section magnitudes. This is due to the
particular experimental procedure employed, where entire angular
distributions were obtained in a single measurement of a fixed dura-
tion. This is not a common method, and alternate fitting procedures
are applicable to most other experimental results. It should be
emphasized that the results of the fitting procedures are strongly
dependent upon the applicable uncertainties, and the latter will
depend upon the manner in which the experimental data are acquired.

It was assumed that the real potential was of the Woods-Saxon form and
the imaginary had the Woods-Saxon-derivative shape (22). A Thomas-type
spin-orbit interaction was assumed, and its geometry was taken

to be equal to that of the real potential. Although the strength of
the spin-orbit interaction could have been varied, its exact value is
111 defined by the present data. Consequently, the strength of the
spin-orbit interaction was fixed at 6 MeV in the analysis. Selected
fitting, varying the spin-orbit strength, supported this choice. The
fitting was carried out using the computer code ABAREX (23), and



six para meters (real and imaginary potential depths, radii and dif-
fusenesses) were varied. Below 6 MeV the compound-elastic contribu-
tion was significant. To calculate this the nine known discrete
levels in 9°Nb below 1.1 MeV were taken into account. The spin and
parity values were taken from ref. 24, with the 687~ and 810-keV
states assumed to be 3/2- and 5/2-, respectively. Above 1.1 MeV, the
excitations were represented using the formalism and parameters of
Gilbert and Cameron (25). The compound-elastic contribution was
calculated using the Hauser-Feshbach formula (26), as modified by
Moldauer (27). The observed “"elastic"-scattering cross sections
included a small inelastic component due to excitation of the 30-keV
(1/2-) metastable level (17). ABAREX provides the option of fitting
such composite "quasi-elastic"-scattering cross sections and that
option was used. The contribution of the 30-keV level is very small
throughout the range of the present experiments (9) and the results of
the fitting were not sensitive to this inelastic component.

The low-energy (below 4.0 MeV) data may remain sensitive to re-
sidual fluctuations despite the relatively broad experimental resolut-
ions and the averaging procedures outlined above. Thus, these low-
energy distributions were concurrently fitted in two energy groups,
extending from 1.5 to 2.9 MeV and from 3.0 to 4.0 MeV. The higher-
energy distributions were individually fitted. Careful tests showed
that compound-nucleus contributions had no effect on the results at
energies above 6.0 MeV, and thus the fitting procedures assumed only
shape scattering at these higher energies. The results of the initial
six-parameter fits gave a relatively good determination of the real
and the imaginary radii and thus they were fixed at 1.25 and 1.3 fm,
respectively; approximately their average values as determined from
the six-parameter fitting. The entire fitting procedure was then
repeated keeping the radii fixed and varying the four remaining
parameters. At the same time, the convergence criteria were somewhat
tightened. The resulting average real and imaginary diffusenesses
were 0.698 (4.8%) and 0.465 (%9.0%) fm, where the uncertainties are
defined as the root-mean-square deviation of the average values from
their respective means. It should be noted that the potential
strengths, expressed as the integral per nucleon (J), are sensitive to
the the radii and, without confining them to reasonably stable values,
six parameter fitting can lead to increased "spatter” of J values.
Comparing J values deduced from potentials with considerably different
radii is not particularly rewarding. The above fitting methodology
was applicable to 9.0 MeV. From 9.0-10.0 MeV the elastic cross
sections are very forward peaked and thus sensitive to the small
uncertainties in the exact angular scale, cited above. These angular



uncertainties became the dominant factor in a region highly
weighted in the fitting procedure, and they are not readily quanti-
fied. The problem was alleviated by including the measured neutron
total cross sections, with a high weight, in the fitting of the
9,0, 9.5 and 10.0 MeV distributions. The total cross sections are
very well known (9) and they provide a solid anchor for the fitting
at forward angles. ABAREX has the capability for concurrently
fitting neutron total and differential cross sections. For the
higher-energy data, one can wonder whether or not there is evidence
for a volume absorptive potential. This was investigated by in-
cluding such a term in the fitting procedures. In all such cases,
the fitting resulted in a volume strength consistent with zero.

In Fig. 3 are presented the volume integrals (28) of the real
and imaginary potentials as obtained from this analysis, where

Jy = (4m/A) / V(r)rdr, (2)
0

with A the number of nucleons in the nucleus (in this case A=93).

A similar expression holds for Jy, except that now the imaginary
potential, W(r), is integrated. The volume integral Jy is
less—well determined by the experimental data than is Jy. The
estimated uncertainties in Jy are approximately 10X for the
9.0-10.0 MeV values and 7.5% at other energies. For Jy, the
estimated uncertainty is somewhat less than 2% for all values. If
one assumes that both Jy and Jy are constant as a function of
energy, a least-square fit to the data gives Jy=(430.14%1.44) MeV—-fm3
with a normalized chi-square per point of 1.83, and Jy=(70.45t1.45)
MeV-fm3, with chi-square per point equal to 2.29. A significantly
better fit 18 obtained if one introduces a linear energy depen-
dence and writes

J{ = a3 + B4°E, (3)

where E 1s the laboratory energy of the incident neutron in MeV.
With this parameterization one obtains,

ay = (445.34%4.57) MeV-fm3

By = (-2.38:0.68) fm3 (4a)
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Fig. 3: Energy dependencies of the real, Jy, and imaginary, Jy, potential
integrals per nucleon in units of MeV-fm3. Circular symbols in-
dicate the results deduced from the measurements and the curves the
results obtained with the linear parameters of Eqs. 4a and 4b.
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ay = (51.9724,54) MeV~fm3
By = (2.99%0.70) fm3 (4b)

x2/pt = 0.94,

and in both cases the uncertainties in a; and By are almost exactly
anti-correlated. The linear expressions of Eqs. 4 are descriptive of
the values deduced from the measurements, as illustrated by the curves
in Fig. 3.

The potentials obtained with the above fitting procedures gave

a good description of the measured differential-elastic scattering, as
illustrated by the curves of Fig. 2. Although the neutron total cross
sections were used in the fitting procedure only at 9.0 MeV and above,
the predicted total cross sections at energies less than 9.0 MeV are
in excellent agreement with experiment (9), as can been seen from an
inspection of Fig. 4. The result has the important consequence that
Wick's limit (29) for the zero-degree scattering cross section was not
violated in the analysis of the elastic-scattering data. In addition,
the low-energy extrapolation of these potentials leads to a predicted
s-wave strength function of 0.724 (in units of 10~%) and a potential
scattering length, R'=6.82 fm, in good agreement with the experimentally
derived values, 0.60%0.07 and 6.9%0.1 fm, respectively (30). Thus it
was concluded that the differential-elastic-scattering data, and other
facets of the neutron interaction with niobium, from 1.5-10.0 MeV

can be reasonably understood by using a real Woods—-Saxon potential
whose volume integral decreases slightly with energy and an imaginary
surface-peaked derivative Woods-Saxon potential with a volume integral
that increases with energy.

V. DISCUSSION

The value of By, given in the preceeding section, is somewhat
smaller in magnitude than that found by Rapaport (1), who relied
heavily upon proton-scattering data to obtain BV-( 2 9+0.2) fm3 when
7 <E 30 MeV. The above oy is within 2% of his 9%Mo value of
436 MeV-fm3. There is only a weak dependence on the surface thickness,

"a", for the volume integral of the real Woods-Saxon potential given

by (1)
2
-i—’-'—ﬁ(r)rzdr = —g—-’l rd v, [1 +<%3>j|’ (5)
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where R-r°A1/3 is the nuclear radius. Therefore, one can divide

out the geometric factors that go into Jy using the average value,
a=0.698 fm (obtained from the above scattering analysis), and obtain
the well depth itself. With geometric factors of the present work

Vo = (47.34£0.49-(0,25£0.07)*E) MeV . (6)

On the other hand, the volume integral of the derivative Woods-Saxon
well has a strong dependence on the diffuseness (1)

2

4 16n R%a l {xa
-A——fw(r)rzdr Xy [l + 3 (r) ]W. 7

Since the present values of the diffuseness vary by approximately 192
about the rms value of a=0.465 fm, it is better to convert the Rapaport
global imaginary potential to its integral values to make a comparison.
With his parameters one finds for 93Nb, that (Jw)Rapaport=(31.42+4.5°

E) MeV-fm3, When 7 < E < 15 MeV. Thus in the energy range where the two
analyses overlap, the present imaginary potential is about 10% stronger
than Rapaport's. .

Turning now to the Fermi-surface anomaly, it was pointed out many
years ago by Brown, Gunn and Gould (31) that near the Fermi surface
the effective mass, m*, of a valence nucleon is nearly equal to its
free mass, m. Evidence for this is provided by the fact that the
energy spacing between valence shell model states is about that pre-
dicted by a static Woods-Saxon well (see for example, the calculations
of Blomqvist and Wahlborn (32) on 208pp), The ratio (m*/m) can be
shown to be related to the rate of change of the real potential with
energy by (33)

(m* /m)=1-(dV/dE). (8)

Thus (m*/m) nearly equal to unity implies (dV/dE) is approximately
zero near the Fermi surface. From consideration of the giant dipole
resonance in Pb, Brown, Dehesa and Speth (2) speculated that an
approximate expression for (m*/m) 1is

(m* /m)=0.64+0.36(1 + |E<Ef|/2my,) , (9)

where Ef is the Fermi energy and"hm°=41/Al/3 MeV. This ex—



14

pression has the property that (m*/m)=] at the Fermi surface (and
consequently dV/dE=0) and goes over smoothly at high energies to the
observed variation of Jy with E. This is illustrated by curve "B" in
Fig. 5, where the normalization is adjusted to reproduce the neutron—
scattering data indicated by the circular symbols.

On the other hand, Mahaux and Ngé (5) deduce the real part of
the OM potential from the behavior of the imaginary part (34) via

W(r,E') ,
v(r,E) =V(r)+‘,-’,/—;—f-E.—)dE : (10)

where "P” implies the principal-value integral. For “Oca and 298pp
they predict much more structure than the smooth variation of Eq. 9.
For large positive values of E, the Mahaux-Ngo curve is similar

to that given by Eq. 9. However, for E approaching zero their pre-
dicted curve goes above that of Eq. 9 and then drops below the pre-
diction of Eq. 9 for E less than E¢, and finally rises again at
still lower energies. From Fig. 5, one sees that the neutron-scatter-
ing data for niobium are consistent with the straight line fits of
Eqs. 3 and 4a, or the curve of Eq. 9. At the lowest energies, at
which a meaningful OM analysis can be made, there is no evidence for
the marked nonlinearity predicted by Mahaux and Ngo for the doubly
closed shell nuclei,

In order to investigate the above energy dependence further, one
can consider the real potential necessary to give the correct binding
energies of single particle states in this region. Nuclear structure
studies near A=90 indicate that, to good approximation, 885r can be
considered a doubly-magic nucleus (35). Therefore, the available neu-
tron stripping and pickup data on 8sr was used, together with tables
of nuclear masses (36), to determine the exgerimental single-particle
binding energies. For the 3s)/) level in 83sr the data of Slater et
al. (37) were used, whereas for all other states the results of Blok et
al. (38) were used. The requisite binding energies in MeV are: =-6.101
(2d5/2), -4.77 (3s1/2), —4.097 (2d3/2) gad -3.671 (1g7/2) for the
single-particle states relative to the Sr core and -12.665 (1f5/2),
-12.238 (2p3/3), =11.502 (2p1/3) and -11.333 (lgg/z) for the
hole states., The depth of the Woods—Saxon potential necessary to
reproduce these energies was then determined assuming a Thomas spin-
orbit interaction with a strength of 6 MeV and a geometry identical
to that of the Woods-Saxon well, (a=0.698 fm and r,=1.25 fm, from
the above neutron analysis). The isospin dependence of Rapaport's
global model (1) implies that the 3N potential should be 0.41 MeV
deeper than that found for Sr. When this is taken into account,
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together with the fact that the potential expands as A1/3, the Jy
results shown in Fig. 5 are obtained. The uncertainties that are
assigned to the bound-state points reflect the fact that minor
changes in the geometry of the well can change Jy by 2% without
appreciably changing the binding energy. More important, any missed
stripping strength would mean that the particle states are less
tightly bound than we have assumed, leading to a smaller value of
Jy, whereas any missed pickup strength would mean the hole states
are more tightly bound leading to larger values of Jy. It is for
these reasons than the uncertainties shown in Fig. 5 are asymmetric.
It 1s conservatively estimated that the missed strength could change
the binding energy by 1 MeV.

It i1s clear from Fig. 5 that, either extrapolating Eqs. 3 and
ba to negative energies or using the predictions based upon Eq. 9,
one obtains equally acceptable fits to the volume integrals of the
real potential needed to account for the binding energies of the
2ds/2, 3s1/2, 2d3/2 and 1g7/2 single~particle states. On the
other hand, the hole states present conflicting evidence. The vol-
ume integral for the 1gg/y hole state (Jy=487.13 MeV-fm3) lies
above the curve predicted by Eq. 9 but is consistent with a linear
extrapolation of the fit to the scattering data. However, the re-
maining three hole states (1f5/2, 2p3/7 and 2p1/2) fall below the curve
predicted by Eq. 9 and about 102 below the straight-line fit to the
scattering data. In fact, if it were not for the lgg/; integral,
one might suspect that one is seeing the Mahaux~Ngé dip predicted
to occur below the Fermi energy.

If W(r,E') does not vary wildly with E', one would expect
from Eq. 10, that the variation of V with E should be strongly
effected by the variation of W(r,E') with E' close to E (39).
Therefore, an attempt was made to predict the behavior of the volume
integral of the real potential, Jy, by making the following
assumptions about Jy:

1) For 0 < E < 13.8 MeV, assume Jy is given by the
straight-line fit, Eqs. 3 and 4b.

i1) For 13.8 < E £ 30 MeV, W is assumed to be given by
Rapaport's global imaginary interaction (1), which con-
tains both surface and volume absorption. 1In terms of
the volume integral of W, this becomes

Jw=101.87-0.622°E MeV-fm3, (11a)
The reason for the choice of 13.8 MeV for connecting i)

and i1) is that at this energy Jy given by the two
separate expressions has the same value.
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1i1) On the basis of the dilute Fermi gas model, 1t can be
shown (5,40) that, for E close to the Fermi energy Eg,
W is proportional to (E-E¢)2., For b, Ef 1s
approximately -10 MeV and it is assumed that

Jy = 0.51965 (E+10)2 MeV-fm3, (11b)

for -20 < E L 0.
With these assumptions, Jy has a continuous value in the energy range
=20 < E < 30 MeV, and when these expressions are inserted in Eq. 10
one predicts that

1 E
Jy(E) = Jo + = { 0.51965|20E + (E+10)24n
L 20+E
13. 8-E
+ (51.965+2.9946E) . (12)
30-E
+ (101.87-0.622E) &n ,
130 8'_E

where J, is a constant. For a best fit to the scattering data,
Jo=432.81 MeV-fm3 and the resulting chi-square per point is
0.997.

In Fig. 5, curve "C" represents Eq. 12. It is clear that an
optical-model fit to the neutron-scattering data of niobium in the
eénergy range 2 to 10 MeV does not distinguish between the three fits
to the Jy data: A) the linear fit which gives a normalized chi-square
per point of 0.959, B) the curve generated from Eq. 9 which gives a
chi-square of 0L325, andzgg the "first principles curve” of Eq. 12,
In contrast to Ca and Pb, where deviations of Jy from linearity
are predicted to occur in the neighborhood of E=10 MeV, such depar-
tures are predicted at energies below 500 keV for 2 Nb. Even when
E >0, it is difficult to distinguish experimentally between the three
curves shown in Fig. 5. For example, when the dispersion relation
value for Jy is used, the s-wave strength function and scattering
length are predicted to be 0.688 and 6.69 fm, regpectively, and this
1s only a minor change from the values given when Eqs. (3) and (4a)
are used, 0.724 and 6.82 fm,
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The bound-state data (particularly the hole-state values of Jy)
present a conflicting picture. If one were to leave out the lgg/2
point (and there is no apriori reason for doing so), one can see that
a curve similar to that given by Eq. 12 might reasonably well go
through the experimental points. However, in order to fit the data a
more sophisticated parameterization than that of Eq. 11b will have to
be made for W when E < 0. The predicted behavior of Jy for E=2.25
to 10 MeV is, of course, affected by the choice of Eq. 1lb. However,
even when W is set equal to zero for E < 0 (corresponding to a discon-
tinuity in Jy and giving rise to a logarithmic singularity in Jy as
E 0) the normalized chi-square per point for the scattering data
only changes to 1.346.

VI. CONCLUDING COMMENTS

Detailed measurements of the neutron differential-elastic-
scattering cross sections of niobium have been made from 1.5 to 10.0
MeV, and these provide a sound basis for the deduction of spherical
optical-model parameters. These parameters provide a good energy-
dependent description of the observed elastic scattering and the
independently measured neutron total cross sections, and give a very
reasonable value for the s-wave strength function and potential
scattering length. The volume integral per nucleon of the real
potential, Jy, decreases with increasing energy in a manner that is
consistent with a linear behavior, whereas the analogous quantity for
the imaginary potential increases linearly with energy. The consis~-
tency of the analysis of the data is demonstrated by using the observ-~
ed E dependence of the imaginary potential integral, Jy, to gredict
the observed E dependence of Jy. In contrast to “Ca and 29 Pb,
where a marked deviation from a linear E dependence at unbound en-
ergies is predicted for Jy (5), none is observed or predicted in
niobium,
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